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Sequencing cost

Not a wet lab problem anymore → IT / Systems problem
Implications

Need efficient systems that scale well
Persona – Bioinformatics, Unified
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Using Non-Volatile Memory
NVM (Non-Volatile Memory)

- 3D XPoint
- PCM
- STT-RAM
- ReRAM

Cache-line granularity

Persistent

DRAM-level access time
How to use NVM?

Problem:

Can’t just put data in NVM and use loads and stores to write to it.

Data must be in consistent state to resume computation after failure.

```
begin transaction
    from_acct.debit(amount);
    to_acct.cred(amount);
end transaction
```
Projects?

I’m looking for a small number of new students this year

Please come and talk with me if you are interested in doing a project